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ﬁ‘i |- e // recommendation approach (IRec) to dynamically
e recommend a diverse set of capable crowdworkers
based on various contextual information at a specific
D point of crowdtesting process, aiming at shortening the
o~ non-yielding window and improving bug detection

efficiency.
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o o I 85% tasks have 10- or « 1) Test context modeling:
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S ron 2 longer-sized non-yielding — Process context: process-oriented information related to

ol —— window. | the crowdtesting progress of current task.

R » 39% cost Is wasted. — Resource context: availability and capability factors
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. Current workers possibly have similar bug detection from both process context and resource context, and

capability with previous workers on the same task. learn the workers with the greatest potential to detect

» Unsuitability of existing one-time worker recommendation. bugs abstracted from historical tasks.

. The need for in-process crowdworker recommendation by ~ * 3) Diversity-based re-ranking: adjust the ranked list
learning from the dynamic underlying contextual ot recommended workers by optimizing the worker

information to mitigate the non-yielding window. diversity to reduce duplicate bugs.

I Experiment

« A median of 50% remaining bugs can be detected with
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