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Robust pedestrian trajectory 
forecasting is crucial to developing 
safe autonomous vehicles. While 
existing methods have shown 
impressive results, their 
vulnerability to adversarial attacks 
poses significant security risks.
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We present two formal definitions of 
robustness in trajectory prediction: 
• Label Robustness: quantifies 

robustness in prediction accuracy 
after attacks

• Pure Robustness: measures 
robustness in prediction stability 
after attacks

We propose TrajPAC, a framework 
with three basic functions:
• Verifying the robustness of 

trajectory forecasting models
• Identifying potential 

counterexamples
• Providing interpretable analyses of 

the original methods

• Good scalability, efficiency and 
soundness in robustness analysis 
of different trajectory prediction 
models. 

• Comparable (and even better) 
performance to adversaries found 
by PGD.

• Identifying key features that 
contribute to the overall 
performance and robustness

In our subsequent work, we have 
presented a testing platform to 
comprehensively assess the 
robustness and generalizability of 
autonomous driving trajectory 
prediction models across various 
datasets, models, and attack methods.

TrajPAC：行人轨迹预测模型的鲁棒性验证方法


	幻灯片编号 1

