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Classification result for Decision TSP in accuracy.

Dataset TSP-GNN MAgg(10)
TSP(0.01) 0.6562 0.6312
TSP(0.02) 0.8101 0.8321
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Classification result for SAT 1n accuracy.
Dataset  NeuroSAT MAgg(10) MAgg(10,10)
SR (40) 0.8444 0.9548 0.9757
SR(80) 0.7268 0.7936 0.8533
SR(120) 0.6270 0.6412 0.6643
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GED(q) < GED(¢")+1

Regression result for GED in RMSE (lower 1s better).
Dataset GREED MAgg(50)

AIDS 0.7957 0.7994
LINUX  0.4151 0.2409
IMDB 6.7341 6.3107




